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"Pattern: the order of the noun relative to other r nouns |

. The girl krads the boy
Introduction

e | anguage learners must map lexical units to underlying semantic representations
e Syntactic bootstrapping:
® [carners use syntactic structure to acquire the meanings of novel verbs
e Structure Mapping:
e children innately expect a 1-to-1 mapping from nouns to semantic arguments
e they use this information to identity verbs and assign semantic roles to their arguments
e This work:
e How can syntactic bootstrapping arise”

e Does identitying verbs help the learner to identify semantic roles?
e Are ‘seed’ verbs needed for verb identification?

Assumptions:
1) there exist verbs
2) nouns are not verbs

3) once a verb, always a verb Lexical: the word tokens of the noun and verb

glrl krads
Seed nouns:

daddy, baby, eyes, you, |, ...

Features
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\ ¢ Verb Position: the position of the noun relative to the verb 3
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Are simple linear syntactic features sufficient to learn to S ' l t ax
understand simple sentences?
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Findings
e Noun Pattern features enough to learn Agent/Patient roles

s enough to learn Experlment 2
e But cause errors with conjoined-subject

ntransitive sentences _ Can nouns nouns and verbs be identified without syntactic feedback’? :
e Similar to children in Gertner & Fisher (2012) j |
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