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input syntax semantics
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(BabySRL features)

seed nouns

Mary likes yellow flowers

38: have, like, do, has, did, ought, remembers,… 
… 
47: little, new, good, big, next,…,yellow, nice, merry,… 
… 
59: baby, horsie, dog, bath,…, flowers, secret, cat,… 
60: now, here, today, too, again, later, yesterday, first,
… 
61: it, you, me, her, nana, them,…, daddy, Mary,…
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likes (HMM: 38)

0 1 2 3
yellow (HMM: 47)
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… 
papa/61 likes/38 the/6 baby/59 
get/43 the/27 yellow/47 bicycle/39 
Sarah/61 took/43 the/6 yellow/47 ball/39 
I/61 like/38 my/6 horsie/59 
you/61 're/25 petting/73 the/6 cat/59 
…
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… 
papa likes the baby 
get the yellow bicycle 
Sarah took the yellow ball 
I like my horsie 
you 're petting the cat 
…
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incremental
heuristics

Assumptions:
1) there exist verbs 
2) nouns are not verbs 
3) once a verb,  

always a verb

results
NOUN

PREDICTIONS
VERB

PREDICTIONS

Input HMM clusters #seeds    is-noun

Argument histogramsInput

1: papa/57 wants/58 an/6 apple/39 

2: get/43 the/27 red/79 bicycle/39 

3: come/75 and/21 move/43 horsie/39 

4: i/50 forgot/58 a/6 spoon/39 

5: you/50 ’re/25 eating/73 the/6 broom/39 

state #seeds #args is-noun is-verb ratio

39 1
57 1 Y* 1.0
58 1 0.0
43
79
75
50
73

example System state Predictions

state #seeds #args is-noun is-verb ratio

39 2
57 1.0
58 0.0
43 1 Y* 1.0
79 1 0.0
75
50
73

state #seeds #args is-noun is-verb ratio

39 3
57 1.0
58 0.0
43 1 Y 1.0
79 0.0
75 1 0.0
50
73

state #seeds #args is-noun is-verb ratio

39 4 Y
57 1.0
58 2 Y 0.5
43 1.0
79 0.0
75 0.0
50 1
73

state #seeds #args is-noun is-verb ratio

39 4 Y
57 1.0
58 0.5
43 1.0
79 1.0
75 0.0
50 2
73 2 Y 1.0

apple: noun (seed) 
papa: verb (random)

bicycle: noun (seed) 
get: verb (random)

horsie: noun (seed) 
move: verb  

 (st 43 - ratio 1.0  
  vs st 75 - 0.0)

spoon: noun (seed) 
i: noun (seed) 
forgot: verb (only 1)

conclusion

broom: noun (state 39) 
you: noun (seed) 
eating: verb (only 1)

The girl krads the boy girl: noun 
boy: noun 
krads: verb

girl: agent 
boy: patient 
krads: chase

(Straight lines: Batch Results)

introduction
• Language learners must map lexical units to underlying semantic representations 
• Syntactic bootstrapping: learners use syntactic structure to acquire the meanings of novel verbs 
• Structure Mapping:

• children have an innate one-to-one mapping between nouns and semantic arguments 
• they use this information to identify verbs and assign semantic roles to their arguments 

• Connor et al. (2012): computational model of syntactic bootstrapping via structure mapping 

• Current work: two improvements 
• Incremental learning: predictions are made as soon as the learner receives input 
• Aggregated verb predictions: distributional clusters behave in a grammatically consistent fashion

• Given enough seed nouns, incremental model 
achieves similar performance within around 2000 
sentences for noun predictions and 3000 sentences 
for verb predictions 

• Number of seed nouns shown to be sufficient in the 
previous work is not sufficient under more realistic 
incremental model 

• Adopting more realistic assumptions about the 
early stages of language acquisition can tell us 
more about what learners require to bootstrap the 
acquisition of syntactic categories while maintaining 
high performance
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